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Abstract

Ferritic/martensitic steels considered as candidate first-wall materials for fusion reactors experience significant ra-

diation hardening at temperatures below �400 �C. A number of experimental studies in ferritic alloys, performed at

higher temperatures, have shown the existence of large interstitial loops with Burgers vector 1
2
h111i and h100i in the

bulk, which may provide a significant contribution to the hardening caused during irradiation at lower temperatures.

Hardening arises from a high number density of loops, voids and small precipitates, which pin system dislocations,

impeding their free glide. In this work, we review the nature of the different interstitial dislocation loops observed in a-

Fe and ferritic materials, assess the effect of substitutional impurities on migrating 1
2
h111i clusters, and apply atomistic

modeling to investigate the mechanisms of formation and growth of h100i loops from smaller cascade-produced 1
2
h111i

clusters. The proposed mechanism reconciles experimental observations with continuum elasticity theory and recent

MD modeling of defect production in displacement cascades. In addition, the interaction of screw dislocations, known

to control the low-temperature plastic response of b.c.c. materials to external stress, with h100i dislocation loops is

investigated with MD, where the main physical mechanisms are identified, cutting angles estimated and a first-order

estimation of the induced hardening is provided.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Ferritic/martensitic steels are being considered as

candidate first-wall materials for fusion reactors due to

their excellent swelling resistance and low activation

under neutron irradiation conditions [1,2]. However, the

microstructural complexity of these steels, together with
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the extreme irradiation conditions under which they must

perform, results in a wide range of observed radiation

damage phenomena (creep, swelling, embrittlement)

depending on the irradiation environment (temperature,

dose, dose rate, etc.). For example, recent research in

model alloys, has led to the identification of three tem-

perature stages of radiation damage behavior [3]. At low

temperatures, below �400 �C, (i) the microstructure

is dominated by a high number density of dislocation

loops, resulting in radiation hardening of the material

[4,5]. In the temperature range of approximately 450–

800 �C, (ii) phenomena such as radiation creep and

swelling appear [6,7]. At still higher temperatures, (iii) the

presence of He from fusion and transmutation reactions
ed.
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leads to embrittlement through the formation of gas

bubbles at inclusions and grain boundaries [8].

Hardening in the lower temperature regime is be-

lieved to arise from the formation of dislocation loops

under irradiation that pin and may also decorate dis-

locations, thereby impeding their glide during defor-

mation. A number of experimental studies performed

over a wide range of temperatures in ferritic model

alloys have shown the existence of large interstitial loops

in the bulk, which may provide a significant contribu-

tion to the hardening caused during irradiation at lower

temperatures [7]. The dislocation loops are observed

with both 1
2
h111i and h100i Burgers vectors, although,

generally, with a predominance of Æ1 0 0æ [9,10].

Numerous experimental observations [9–12] and at-

omistic simulation studies [13,14] have demonstrated the

stability of both 1
2
h111i and h100i loops in ferritic

materials. 1 Molecular dynamics (MD) simulations of

high-energy cascades in Fe have revealed the formation

of small, one-dimensionally mobile, 1
2
h111i self-inter-

stitial atom (SIA) clusters following the thermal spike

stage of high-energy displacement cascades as a conse-

quence of cooperative phenomena without long-range

diffusion [13,15]. h100i loops, on the other hand, have

been recently proposed to form from the direct inter-

action of these small, cascade-produced, 1
2
h111i clusters

[11,16] and grow by the biased absorption of 1
2
h111i

loops to sizes visible by transmission electron micro-

scopy (TEM), i.e. P 2 nm [16]. Therefore, the population

of h100i loops is directly related to the fate of 1
2
h111i

clusters produced in displacement cascades and, in this

sense, the effect of impurities and solute atoms, or other

foreign inclusions, on the formation, evolution and mi-

gration of these clusters may provide critical insight to

the understanding of how the population of h100i loops

evolves as a function of the typical irradiation variables.

Nevertheless, 1
2
h111i clusters are sub-nanometer in

size and their detection by experimental means is limited

by the time and spatial scales involved. In addition, the

kinetics governing the nucleation and growth of h100i
loops occur over timescales that cannot easily be cap-

tured experimentally. From the atomistic perspective,

the difficulty associated with MD studies is their lack of

experimental confirmation resulting from the sample

sizes that can be treated with the current computing

capabilities, and the non-trivial relation between the

dislocation loops generated with MD and their equiva-

lent TEM images. This has led to the development of

tools to investigate the correlation between defect

structures produced by atomistic simulations and their

observation in the TEM [17]. Thus, these tools partially

bridge the gap existing between simulation and experi-
1 As suggested by continuum elasticity theory.
mental observations and help in assessing experimental

limitations in the observation of small defect clusters.

Ultimately, a high number density of dislocation

loops in the appropriate temperature range can result in

hardening by dislocation pinning, leading to a charac-

teristic yield stress increase that can be measured ex-

perimentally using standard methods. In b.c.c. metals,

screw dislocations dictate the plastic response at low

temperatures and it is their behavior in the presence of

irradiation-generated dislocation loops and the dynam-

ics of their interactions that are key to understanding

hardening in conditions relevant to fusion reactors.

However, the atomistic nature of the interaction again

makes these processes very difficult to study using con-

ventional experimental techniques, whereas MD has

been successfully applied to a number of scenarios in-

volving different lattice defects and dislocations [18,19].

The purpose of this work is to address the afore-

mentioned issues in a comprehensive manner from a

computational perspective, using large-scale MD simu-

lations with an emphasis on both the qualitative and

quantitative aspects of the processes under study, i.e.

identifying the operating mechanisms as well as ex-

tracting numerical information that will allow the

quantification of the relevant magnitudes. This is done

following a logical sequence of events, encompassing the

pertinent time and space scales from the formation of

small interstitial clusters in displacement cascades to

determining the yield stress increase, useful for micro-

mechanical estimations. All the MD simulations pre-

sented in this paper have been carried out with the

MDCASK code [20] using the Fe–Cu potentials devel-

oped by Ackland and co-workers [21].
2. Formation and growth of h100i loops in a-Fe

It is well established that examination of ferritic al-

loys by TEM following low dose rate irradiation to low

doses (<0.1 dpa) by neutrons or heavy ions does not

reveal any visible damage. However, as the irradiation

dose increases above �1 dpa, a significant population of

prismatic dislocation loops, presumably of interstitial

type, is experimentally observed 2 [9–12]. In contrast to

other b.c.c. materials, such as Mo and V, the dislocation

loops consist of Burgers vectors, bh100i and

b ¼ 1
2
h111i, in almost equal proportions, rather than

predominantly 1
2
h111i. A comparison of the dislocation

loop energy based on continuum elasticity estimates

(elastic energy proportional to Gb2, where G is the shear

modulus) indicates that 1
2
h111i loops are energetically

favored. Indeed, numerous MD studies of displacement
2 Recently, Nicol et al. [22] have observed h100i dislocation

loops in neutron irradiated samples at doses <0.1 dpa.
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cascades in Fe show the formation of small SIA clusters

that can coalesce within the cascade volume and form

proto dislocation loops with 1
2
h111i Burgers vectors that

migrate in one dimension [14,15,23]. Thus, the obser-

vation of h100i loops in a-Fe and other ferritic alloys

has remained a puzzle for the last several decades, and

although several mechanisms have been proposed to

explain this disparity between theory and experiments,

they are predicated on the existence of faulted loops

(Eyre–Bullough mechanism [24]) or have only been ob-

served in dislocation segments [25], and, therefore, are

not plausible to describe the formation of h100i inter-

stitial loops in b.c.c. materials. Below, a mechanism that

reconciles elasticity theory, MD simulations of dis-

placement cascades in Fe and experimental observations

in irradiated ferritic alloys is presented.
Fig. 1. (a) Two different MD snapshots of the interaction be-

tween a 19-SIA, hexagonal, 1
2
½111�ð110Þ loop and a 25-SIA,

rhombic, 1
2
½1�11�11�ð1�110Þ loop. On the left side of the image, 10 ps

after the initiation of the simulation, the two loops are driven

towards one another as a result of elastic interactions. After

45 ps, the loops collide forming a 3-SIA [1 0 0] junction. (b)

Similar case for two hexagonal 1
2
h111i loops containing 37 and

34 interstitials. After 48 ps of dynamic simulation, the two

loops interact forming a 5-SIA [1 0 0] junction.
2.1. New mechanism of formation and growth of h100i
loops

The mechanisms of formation and growth of h100i
in a-Fe have been described in detail elsewhere [16] and

are only briefly reviewed here. Several experiments in Fe

and Mo performed in the early 1960s for a variety of

loading conditions showed the formation of hexagonal

dislocation networks composed of 1
2
h111i and h100i

dislocation segments. The h100i segments were pre-

sumed to form as a result of interactions, according to

the reaction [11,16]:

1
2
½111� þ 1

2
½1�11�11� ! ½100�: ð1Þ

In addition, this phenomenon has been recently ob-

served in static computer simulations by Bulatov and

Cai in Mo [26]. In 1965, Masters invoked reaction (1) to

justify the observation of h100i loops in thin-film ion

irradiation studies [11]. However, Masters discounted

the possibility of reaction (1) due to a lack of observed

loops with 1
2
h111i Burgers vector. Yet, such reactions

can give rise to the formation of h100i loops, especially

with the widely accepted existence of 1
2
h111i produced

in cascades. Thus, in order to gain insight into this

h100i-loop formation mechanism, we have performed a

controlled MD simulation study of loop interactions

associated with Eq. (1). The idea is to explore the con-

figurational space (size, shape, etc.) within which these

reactions do indeed occur.

Fig. 1 shows two different scenarios in which 1
2
½111�

and 1
2
½1�11�11� interstitial clusters react with one another. In

Fig. 1(a), a rhombic, 25-SIA, 1
2
½111�ð110Þ and a hex-

agonal, 19-SIA, 1
2
½1�11�11�ð1�110Þ cluster with intersecting

glide trajectories collide, driven by the reduction in

elastic energy resulting from the high binding energy

associated with interstitial clusters. Immediately after

collision, a [1 0 0] junction forms, consisting of three

SIAs in the intersection boundary (white atoms). An-
other such interaction consisting of hexagonal and jog-

ged hexagonal 1
2
h111i loops with 37 and 34 interstitials,

respectively, is shown in Fig. 1(b). Again, the initial

condition is that both clusters have intersecting glide

prisms. As in the previous case, a [1 0 0] junction con-

sisting of five SIAs on a (1 1 0) plane formed instanta-

neously following the collision. Thorough analysis of

many similar simulations reveals the necessary condition

for h100i junction formation in a-Fe; namely both in-

teracting clusters need to be of approximately the same

size, which must be larger than �20 SIAs, have Burger’s

vectors in accordance with Eq. (1) and, possibly, have

the same shape. When these constraints are not met, the

smaller cluster is always observed to rotate into the

h111i orientation of the larger cluster, as has also been

reported in other MD simulation studies [27].

Nevertheless, the formation of the h100i junction

upon cluster interaction/collision is a kinetic process,
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Fig. 3. Schematic energy landscape of reaction (2) extracted

from static calculations. Interstitials with a h111i orientation

readily rotate into and out of a metastable h110i orientation

with an activation energy, DH1 � 0:5 eV. Occasionally, SIAs go

over the second energy barrier, DH2 � 1:0 eV, into a h100i
orientation, where they become kinetically trapped due to the

intrinsic difficulty to go along the inverse energy path (energies

>1.0 eV). This results in an effective 1
2
h111i-to-h100i loop

transformation.
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which does not necessarily imply its thermal stability. In

the case shown in Fig. 1(b), after several hundred pico-

seconds at 1000 K, the junction grows throughout the

resulting structure, gradually transforming it into a

single entity with Burgers vector b ¼ h100i [16,28]. In

terms of dislocation reactions, we have seen that these
1
2
h111i loop interactions display an important property,

i.e. that the glide direction of each one of the reacting

loops is contained in the other’s habit plane. This means

that, once the loops collide and the h100i junction is

formed, the perturbation (no mass transport) brought

by one loop transmits throughout the other, and vice

versa, in the form of shear dislocations of the 1
2
h111i

type. This results in reactions like (1), transforming the

Burgers vector to h100i as is illustrated schematically in

Fig. 2. At the atomic level, the junction is seen to

propagate by individual self-interstitial atoms according

to the two-step reaction:

1
2
½111� þ 1

2
½00�11� ! 1

2
½110�;

1
2
½110� þ 1

2
½1�110� ! ½100�;

ð2Þ

which is a variation of the original Eyre–Bullough

mechanism referred to earlier [24]. The first reaction in

Eq. (2) requires an activation energy of �0.5 eV (see

schematic energy landscape in Fig. 3), whereas the sec-

ond requires much higher energies, of the order of 1.0

eV. This energy landscape reveals that the 1
2
h111i-to-

h100i path of the reaction is more favorably sampled

than the inverse h100i-to-h110i-to-h111i path (which
]111[
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2
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Fig. 2. Schematic representation of the interaction between two
1
2
h111i loops with Burgers vectors given by Eq. (1) (A and B).

When the loops collide, a h100i segment (C) forms. If the glide

directions (A and B) of the original loops are contained in each

other’s habit planes, during the subsequent annealing A- and B-

type shear dislocations complementarily propagate through the

loops, giving rise to C-type segment growth.
requires energies >2.0 eV). Over prolonged timescales,

we project that this leads to an effective 1
2
h111i-to-h100i

loop transformation. In principle, the partial concen-

trations in thermodynamic equilibrium are solely dic-

tated by the energy difference between 1
2
h111i and h100i

loops (Eh1 1 1i � Eh1 0 0i in Fig. 3), which suggests �50%

relative proportions for large sizes [16], although the

kinetics of the reaction 3 favors the formation of h100i
loops rather than their dissolution. This explains why, in

a certain temperature range, h100i loops, although

higher in energy (as discussed in detail in Ref. [16]), are

more readily observed than 1
2
h111i.

The remaining point to consider is how h100i clus-

ters grow to TEM observable sizes. Although intrinsi-

cally glissile owing to their pure-edge prismatic nature,

the b.c.c. crystal structure dictates that h100i {100}

loops require a large jump distance of a0. This results in

a very high migration energy, computed to be >2.5 eV.

Thus, once formed, h100i loops are essentially station-

ary, and become a biased-sink for mobile, cascade-pro-

duced 1
2
h111i loops. Notably, MD simulations of

interactions between 1
2
h111i {1 1 0} and h100i {1 0 0}

loops reveal h100i loop growth in this manner [16], re-

sulting in TEM-visible loops (>2 nm).

In any case, the effective cross-section for h100i loops

to form is intrinsically low (as corresponds to a reaction

so highly constrained geometrically and configuration-

ally) and depends heavily on the migration properties of
1
2
h111i clusters. Factors such as impurity trapping, en-

hancement of 3D diffusion due to solute/microstructure

interactions, and high dose rate can significantly en-

hance the collision probability of 1D-migrating 1
2
h111i
3 Together with the 1D nature of 1
2
h111i-cluster migration.
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defects and contribute to the formation of h100i loops.

It has been suggested that h100i loops could form from

two 1
2
h111i clusters originating in the same cascade

event provided that the energy density in the cascade

volume is sufficiently high, but there is no direct evidence

to support this and only vacancy loops have been di-

rectly observed to form in MD simulations of very high

energy (>50 keV) cascades in Fe [29]. In the following

section, we analyze the effect of oversized substitutional

impurities on the migration properties of 1
2
h111i inter-

stitial clusters.

2.2. Dynamics of SIA clusters in pure Fe and dilute Fe–Cu

alloys

The interest of considering Cu as a perturbing sub-

stitutional solute on SIA cluster migration is twofold.

First, Cu is known to precipitate in nuclear reactor

pressure vessel steels, leading to embrittlement, and, al-

though not so important for fusion, its technological

importance is well recognized. Second, Cu is one of the

most widely studied metals in condensed matter physics,

and for which a number of reliable semi-empirical po-

tentials have been developed. Notably, there have been

very few modeling studies which take into account the

effect of alloy elements on crystal and defect properties

and thus, in this work, we seek to generalize the effect of

Cu on crystal and defect properties to all substitutional

impurities in the Fe matrix in terms of elastic interac-

tions, i.e. ignoring electronic contributions.

The interactions of concern in this study involve the

effect of individual Cu substitutional solute atoms on the

migration behavior of 1
2
h111i SIA clusters. The idea is

to compare the diffusion pre-factors, D0, and migration

energies, Em, of 1
2
h111i clusters as a function of the

cluster size, n, in pure a-Fe and in a dilute Fe–1.0 at.%

Cu alloy. The study is aimed not only at identifying the

governing interaction mechanisms but also at extracting

physically-based extrapolation laws that allow us to

express either D0 or Em, as a non-linear function of n.

The details of this study have been previously pub-

lished for single SIAs [30] and SIA clusters [31] and thus,

only its main conclusions are outlined here. In general,

the interactions between Cu atoms and SIA-type defects

can be described in terms of the interactions between the

atomic displacement fields around each type of defect.

For single interstitials, the interaction can be repulsive

or attractive (characterized by negative or positive

binding energies) depending on the position of the

spherically symmetric displacement field of a Cu atom

relative to the fourfold symmetric, anisotropic field of

the interstitial. Negative interactions induce rotations of

the SIA to attain slightly positively bound (�0.02–0.04

eV) Cu–SIA configurations, thereby effectively provid-

ing a boost to overcome the rotational energy barrier

and resulting in a reduced effective activation energy for
single SIA migration with respect to pure Fe [32]. We

also observe this effect on small (n < 4) clusters, which

exhibit 3D mobility during typical MD simulations. The

overall effect is an enhancement of the 3D character of

the migration of small self-interstitial clusters (n < 5).

For larger clusters, which only exhibit 1D motion

during typical MD simulations, there is no appreciable

change in the temperature dependence of the calculated

cluster diffusivity. However, the absolute magnitude of

the diffusion pre-factor, D0, does decrease in the Fe–Cu

alloy. This can be attributed to a reduced jump attempt

frequency in the h111i direction and is an entropic ef-

fect, which results from Cu atoms positioned perpen-

dicularly to the migration trajectory. This again

enhances the 3D nature of the clusters’ migration and

reduces the relative length of the h111i correlated tra-

jectories of larger clusters.

The migration energies and diffusion pre-factors are

plotted against cluster size in Fig. 4, where 3D and 1D

regimes are distinguished. The resulting curves have

been fitted to physically based quantitative extrapola-

tion laws which take the following form in pure a-Fe

[31]:

EmðnÞ ¼ 0:06 þ 0:07n�1:3 ðeVÞ;
D0ðnÞ ¼ 8:98 
 10�3n�0:61 ðcm2 s�1Þ;

ð3Þ

and in Fe–1.0 at.% Cu:

EmðnÞ ¼ 0:05 þ 0:04n�3:1 ðeVÞ;
D0ðnÞ ¼ 5:07 
 10�3n�0:74 ðcm2 s�1Þ:

ð4Þ

One important conclusion of this study is the enhanced

nature of 3D-migration of 1
2
h111i clusters as a result

of interactions with oversized substitutional Cu solute

atoms, which, when considered in accordance with the

reduced diffusion pre-factors, D0, could lead to an in-

creased 1
2
h111i-cluster reaction cross-section. Clearly,

h100i loop formation, would be increased from an in-

crease in 1
2
h111i-loop reaction cross-sections and it is

reasonable to expect that such an increase would be

much larger for interstitial (octahedral) rather than for

substitutional solute/impurities, like the ones studied in

this work. In fact, there is experimental evidence sug-

gesting such a possibility [33]. In any case, the reactions

and numerical laws presented in Sections 2.1 and 2.2 can

now be incorporated into longer-scale, kinetic Monte

Carlo (kMC) or rate theory models with the purpose of

exploring the long term damage accumulation and mi-

crostructural evolution required to calculate defect

concentrations in irradiation conditions.

2.3. TEM image simulations

The computational and theoretical study presented

above can be substantially strengthened through validating



Fig. 5. Experimental TEM weak beam image of a Fe–9Cr

crystal irradiated with neutrons to a dose of 8.8 dpa at 302 �C.

The two insets represent TEM simulated images of an 18-nm,

rectangular [1 0 0] loop and a 4-nm, hexagonal, [1 0 0] loop. A

number of features can be observed in the TEM micrograph,

among which two (pointed by arrows) interstitial loops with

Burgers vector [1 0 0], sitting on {1 0 0} planes, can be identified.

The qualitative agreement with the simulated loops in both

contrast and shape is excellent.
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Fig. 4. (a) SIA cluster migration energies, and respective non-

linear fits, as a function of cluster size n in pure Fe and in Fe–

1.0 at.% Cu. In both cases, Em approaches the asymptotic value

of the h111i, size-independent, migration step. For low cluster

sizes, the value of Em includes the rotation activation barrier,

which significantly increases the total migration energy value.

(b) Diffusion pre-factors as a function of size. The marked drop

in the curves for about n � 3–4 denotes the transition from 3D

to 1D migration. The pre-factors tend to zero as the cluster size

becomes sufficiently large to form dislocation networks that do

not move in the absence of an applied stress.
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the key conclusions with direct comparison with experi-

mental results. There are two possible ways of contrast-

ing the results obtained by numerical simulation: (i)

comparing the normalized number densities and size

distributions of h100i (and 1
2
h111i) loops in identical

conditions – quantitative comparison – and (ii) com-

paring the structure of the defects obtained by way of

atomistic simulation with real TEM micrographs –

qualitative comparison. The former case has been pre-

liminarily presented by Caturla et al. [34] using kMC,

while the latter type of comparison has been performed

by Marian et al. [35] and is briefly reviewed below.

The conventional TEM (CTEM) images of the dis-

location loops are simulated using the multislice method

to obtain their weak-beam image at 200 kV. This is
performed with the EMS software package [36]. Ideally,

for CTEM, and more precisely for weak-beam image

simulations, the sample ought to be more than 10-nm

thick to avoid surface effects, and thinner than 80 nm to

reduce anomalous absorption, which arises from in-

elastic scattering of the electrons, that would result in a

blurry image. Details on the main elements of the ap-

proach are given elsewhere [35,37]. The sample obtained

from MD simulations is cut perpendicular to the elec-

tron beam direction in slices 0.2-nm thick. The sample is

in all cases cut into 100 slices that are roughly 10 nm on

a side and contain approximately 2000 atoms. In this

case, the diffraction vector was picked to be g ¼ ð200)

and the diffraction condition was g(4.1g). The parame-

ters used to obtain the images are similar to those of

modern microscopes operated at an acceleration voltage

of 200 kV.

CTEM simulated images of a number of large (4–18

nm) loops were obtained to allow direct comparison

with experiments. Fig. 5 shows an experimental TEM,

weak beam, gð4:1gÞ, g ¼ ð200Þ image of a Fe–9Cr

tempered martensitic steel sample irradiated at high dose

rate and 302 �C, up to a total dose of 8.8 dpa. The

observed microstructure contains a number of features,

most of which are defect structures generated by the

irradiation. The two insets displayed in Fig. 5 represent

the simulated TEM image of an 18-nm long, 937-SIA,
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rectangular, h100i {1 0 0} loop (A – bottom right) and a

5 nm, 91-SIA, hexagonal, h100i {1 0 0} loop (B – top

left). Both loops exhibit double-bean black-and-white

contrast and other characteristics that can be qualita-

tively recognized in the experimental micrograph, where

two defects with similar size and contrast have been

pointed out (A and B). These are interstitial dislocation

loops with h100i Burgers vector and lying on {1 0 0}

planes. We emphasize the excellent qualitative agree-

ment between the simulations and the experimental

observations. These results suggest that the structure of

h100i {1 0 0} loops simulated with MD correlates very

well with experimental observations, which further

substantiates the whole approach explained in Section 2.
3. Estimation of the hardness due to h100i loops

Based on Orowan’s simple model, the most com-

monly used expression for the change in shear stress,

Dss, induced in the dislocation glide plane by a regular

array of defects is given in the following equation:

Dss ¼ aGbðNdÞ1=2
; ð5Þ

where G is the shear modulus, b the Burgers vector of the

dislocations, N the defect number density, d the defect

diameter and the square-root factor is the reciprocal of

the average distance between obstacles. The a factor in

Eq. (5) is known as the obstacle strength and is deter-

mined as a ¼ cosðh=2Þ, where h is the angle in the line

tension approximation at which the dislocation is able to

break through the obstacle and continue its glide (for an

impenetrable object h ¼ 0, a ¼ 1). However, relatively

few measurements of the critical angle have been made

for radiation-induced defects and, in practice, micro-

structural observations and mechanical property mea-

surements are compared to infer values of a for different

types of defects [38]. Atomistic simulations provide a

direct calculation of the dislocation–obstacle interaction

and critical bowing angle, which, together with other

simulation methods, can provide all of the required in-

put to Eq. (5). The computational elements necessary for

this type of calculations are: (i) generation of a screw

dislocation, (ii) introduction of an appropriate obstacle

(e.g. a h100i loop), and (iii) the development of the

capability to reproduce the conditions required for the

interaction (i.e. temperature, stress, etc.). In what fol-

lows, we provide a self-consistent computational

framework based on MD simulations to obtain an ap-

proximate value of Dss.

3.1. Generation of a screw dislocation in a-Fe

The isotropic linear elasticity solution corrected with

image summations for periodic boundary conditions is
used to introduce a screw dislocation dipole into an

otherwise perfect crystallite. In general, the introduction

of a dipole, which is a measure intended for conserving

the periodicity of the crystal, is not an appropriate initial

condition for the simulations, as the dynamics of both

dislocations are characterized by a strong self-annihi-

lating bias. In order to remove one of the dislocation

poles, the box must be cut accordingly, i.e. several

atomic layers must be removed. This eliminates the pe-

riodicity in at least one direction, which further re-

quires the use of appropriate boundary conditions. The

computational boxes employed in this study were 100 �
a0

ffiffi

3
p

2

 40 � a0

ffiffiffi

6
p


 50 � a0

ffiffiffi

2
p

, which amount to about

106 atoms. In general, for these large-scale simulations,

flexible boundary conditions in the form of free surfaces

have been used. These free surfaces have been generated

in a way that is appropriate to the application of a de-

sired shear stress in the computational box. After cutting

the box to generate the free surfaces, the dislocation

density is computed to be q ¼ 2:9 
 1015 m�2. Prior to

any external application of stress, a relaxation of the

linear-elastic dislocation configuration is performed at

zero stress and a temperature-controlled equilibration at

the target temperature. The stress (or more appropri-

ately a surface traction) is applied on a skin region

corresponding to the outermost atomic layers (one to

three) adjacent to the free surfaces. The character and

direction of the bounding surfaces and applied stress are

considered concurrently to obtain the desired Peach–

K€oohler force (generally on {1 1 0} and {1 1 2} glide

planes). In addition to this externally induced force,

image forces result from the existence of the traction-

controlled (free) surfaces. These, together with the di-

rectional bias towards twinning orientations, are the sole

forces exerted on the dislocation and upon which the

dynamics of its motion are studied.

3.2. Dislocation–obstacle interaction

The above knowledge of the dynamic constraints is

required to appropriately position the obstacle in the

presumed path of the dislocation. The obstacle was

chosen to be a [1 0 0](1 0 0) dislocation loop with rhom-

bic shape containing 113 interstitials (�2 nm). A shear

stress of 750 MPa was applied to the crystallite con-

taining both the screw dislocation and the loop at a

temperature of 100 K. Since the applied stress is below

the computed Peierls stress (900 MPa for this potential),

the dislocation begins to glide by a double-kink mech-

anism on {1 1 0} planes. Two out of the eight possible

{1 1 0} planes become activated and the dislocation

performs a serrated glide, generating kinks on both

planes as well as on one {1 1 2} plane in the twinning

sense, thus effectively moving on an �apparent’ single

{1 1 2} plane. In these simulations, the loop is also

subject to the applied stress and undergoes several



Fig. 6. Sequence of MD snapshots (left) and equivalent dislocation interpretation (right) of the interaction between a 113-SIA,

rhombic [1 0 0] dislocation loop and a 1
2
½111� screw dislocation at 100 K and 750 MPa of applied shear stress. The dislocation and loop

cores have been visualized using the centro-symmetry deviation parameter [28]. The identification of the Burgers vectors for both the

screw dislocation and the SIA loop was done using a 3D Burgers-circuit analysis. Details of the interaction are given in the text.
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structural transformations prior to interacting with the

dislocation. The whole process is illustrated in Fig. 6.

The loop’s corners initially transform into 1
2
h111i seg-

ments by way of Eq. (1) (Fig. 6(a)). In Fig. 6(b), the right

corner of the loop is subject to secession forces as the

dislocation comes closer. This is a combination of

multiple factors. First, the applied external and the

dislocation stress fields superimpose to exert a force on

the loop corners with 1
2
h111i geometry. Second, due to

their prismatic nature, these 1
2
h111i segments are ame-

nable to thermally activated diffusion along the direction

of the dislocation line. Indeed, in Fig. 6(c) a perfect
1
2
½111� loop is emitted from the right section of the

parent dislocation loop. At this point, the screw dislo-

cation continues to move by a double-kink mechanism

until it comes into contact with the central [1 0 0] section

of the original loop. Finally, Fig. 6(d) shows the ab-

sorption of both the emitted loop (right side of the in-

teraction) and the remaining 1
2
h111i corner situated at

the left side. In both cases, heavily arched, spiral seg-

ments of different dimensions are generated, leaving a

central section consisting of a [1 0 0] loop and a pinned
1
2
½111� screw dislocation. In all cases, the Burgers vec-
tors of the different screw dislocation and dislocation

loop segments were determined by way of a 3D Burgers

circuit analysis.

The entire interaction process lasted for 150 ps (at

strain rates of the order of _ee � 1:4 
 108 s�1) but, after

200 ps of annealing, the dislocation remained pinned

and the only remarkable observation was the elastic

transmission of the spiral (stretching) along the dislo-

cation line. An increase in the applied shear stress was

required to force the screw dislocation through the

pinning obstacle.

3.3. Estimation of the hardening

The stress was gradually increased and applied to the

pinned structure described above in 50 MPa increments.

Only after a value of 1.0 GPa was the screw dislocation

able to traverse the [1 0 0] loop. This increment in the

external stress (250 MPa) is already a first-order estimate

of the value of Dss. The dislocation starts to bow around

the dislocation loop until, for h � 70�, it can finally

surpass the obstacle and continue with its normal un-

constrained glide. Fig. 7 shows the last snapshot before



Fig. 7. Last snapshot before the dislocation breaks through the obstacle, leaving a [1 0 0] loop behind and two heavily curved spirals

along the dislocation line. The critical angle is h ¼ 70�, necessary to estimate the obstacle strength, a ¼ cosðh=2Þ ¼ 0:82.
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the dislocation breaks free. From this value of h, one can

calculate the obstacle strength, a ¼ cosðh=2Þ ¼ 0:82.

With this and N ¼ 1:2 
 1023 m�3, d ¼ 2 nm and

Ka ¼ 64 GPa, 4 one can compute the change in shear

stress, Dss ¼ 195 MPa, due to Eq. (5). The computed

value of a suggests a higher obstacle strength for h100i
loops than other calculations quoted in the literature

[22,39]. Of course, N and d have been obtained directly

from our computation box and are subject to the narrow

applicability window of this MD simulation. N is un-

physically high, with real values being two to three or-

ders of magnitude lower. In addition, the product Nd
inside the square root in Eq. (5) should in theory be an

integral over the whole size spectrum. Further, it is not

clear that the continuum line tension model used to

calculate a is applicable at the atomic dimension.

Therefore, our results are only intended to provide a

first-order estimate of Dss.

In uniaxial, tensile loading conditions, the resolved

shear stress for polycrystalline materials that slip on

{1 1 0} planes is related to the applied stress, ru, by [38]:
4 Instead of G, it is more appropriate to use Ka. Ka is related

to the anisotropic shear modulus and is obtained from the

modified elastic compliances [40].
ru ¼ T ss; ð6Þ

where T is the Taylor factor and a standard value of 3.06

is commonly used for microstructure-mechanical prop-

erty correlations [38]. Therefore, according to Eq. (6),

we obtain Dru ¼ 590 MPa.

The calculations presented in this section suffer from

obvious limitations. There is a strong statistical uncer-

tainty associated with the single loop and interaction

geometry considered, and to the conditions under which

the simulations were performed. Also, the simulations

have been carried out at strain rates that, although

physically reasonable in some environments, are too

high for the conditions expected in fusion steels. Our

values of a and Dru are higher than those obtained ex-

perimentally or from other micromechanical estima-

tions. a-values as high as 0.5 and 0.6 have been reported

by Nicol et al. [22] and Hashimoto et al. [41], respec-

tively, to describe yield stress changes of �200 and �450

MPa, but our predicted values of 0.8 and 600 MPa are

about 50% too large. As well, a-values in the range of

0.5–0.8 must be considered suspect based on the stan-

dard value of �0.35 used to describe network disloca-

tion reactions [42]. In any case, this work represents the

first purely dynamical study of dislocation–obstacle in-

teractions involving h100i loops and screw dislocations

in b.c.c. Fe and should be regarded as a first step in
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estimating the relevant hardening parameters by com-

puter simulation. Recently, similar works involving edge

and screw dislocations interacting with voids and pre-

cipitates have been reported [19,28], and it is expected

that the knowledge of dislocation–obstacle interactions

will significantly increase as new techniques and poten-

tials are being developed.
4. Summary and conclusions

A computational framework based on MD simula-

tions to study hardening in fusion steels at low temper-

atures has been presented. The method briefly reviews

the production of small 1
2
h111i interstitial clusters in

displacement cascades and describes the effect of dilute

substitutional impurities on cluster migration, their in-

teractions to form h100i loops, and the interaction be-

tween these loops and 1
2
h111i screw dislocations in b.c.c.

Fe. In each step, direct comparison with experiments is

provided when feasible.

Our results show that the presence of 1.0 at.% Cu in

the b.c.c. lattice can enhance the 3D character of the

clusters’ migration and that the impact on cluster mo-

bility can be explained by considering the displacement

field interactions between the solute and self-interstitial

cluster. This result can be extrapolated to suggest a

strong and notable interaction for interstitial impurities

and future computational efforts will be focused on

further clarifying these interactions.

We have demonstrated that the h100i junctions can

form from the interaction of 1
2
h111i self-interstitial

clusters and that the energy landscape of the cluster

junction should favor propagation throughout the

cluster leading to the formation of small h100i loops.

Junction formation requires that both 1
2
h111i loops

have approximately the same shape and size, with

n > 20 SIA, and that the clusters have intersecting glide

prisms (Burger’s vector) in accordance with Eq. (1). A

growth mechanism for the formation of large h100i
loops has been identified, based on the biased absorp-

tion of small, cascade-produced 1
2
h111i clusters. Fur-

ther, we have obtained CTEM simulated images of these

large h100i loops by way of a multislice image simula-

tion technique and compared them with real experi-

mental micrographs to obtain good qualitative

agreement.

To study the elementary hardening process in irra-

diated a-Fe, we have simulated the interaction between
1
2
h111i screw dislocations and a large h100i loop. At

750 MPa of applied stress and 100 K, the interaction

results in a complex combination of dislocation loop

segment absorption and pinning. The dislocation’s

structure becomes significantly altered, with large spiral

segments being the dominant feature. When the stress is

increased to 1.0 GPa, the dislocation releases from the
h100i loop at a critical angle of about 70�. These sim-

ulations permit calculation of the relevant parameters to

estimate the hardening from Orowan’s theory, most

notably the obstacle strength of a ¼ 0:82. Our results

overestimate experimental results by approximately a

factor of two, which may be attributed to the limited

scope in terms of time and space scales available to MD

simulations or possibly the limited applicability of the

continuum line tension model at the atomic level. Future

work will further investigate the spectrum of disloca-

tion–obstacle interactions and investigate the appropri-

ate connection between the atomic mechanisms and

continuum hardening relationships.
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